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Degree of multivariate approximation
by superposition of a Sigmoidal

function”®
N.W. Hahm

Abstract. Multivariate approximation by superposition of a sig-
moidal function has been investigated by many authors ([2], [3], [4]).
Cybenko [3] suggested a non-constructive proof of multivariate ap-
proximation and Hahm [4] showed the density result of multivariate
approximation using a constructive proof.

In this paper, we examine the complexity result of multivariate
approximation by superposition of a sigmoidal function and suggest
an approximation order using the modulus of continuity. Our proofs
are constructive.
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1. Introduction

The approximation capability by neural networks have been investi-
gated by many researchers ([1], [5], [6], [7]). A neural network with one
hidden layer is given by

Zaio(bi X+ CZ'),
i=1

where o : R — R is an activation function and b;,x € R™ and a;,¢; € R.

In many applications such as deep learning algorithm and binary logistic
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regression, a sigmoidal function is generally chosen as an activation function

in neural networks.

Definition 1. A sigmoidal function is a function ¢ : R — R which satisfies

lim o(t)=0 and lim o(t) =1.

t——o0 t—o0

Cybenko [3] suggested a non-constructive proof of multivariate ap-
proximation by neural networks with one hidden layer. Chen [1] showed a
constructive proof to a function in C[0,1] by superposition of a sigmoidal

function but it only considered the univariate case.

Note that the degree of approximation is almost the same as the com-

plexity problem in neural network approximation.

In this paper, we investigate a degree of multivariate approximation

to a continuous function on [0, 1]* by superposition of a sigmoidal function.

2. Preliminaries
Throughout the paper, i and j denote nonnegative integers, and k, [, m
and n denote positive integers. We put

i
r;=— and yj:l
n n

for 0 <i,j5 <n.

In addition, we set

Tl t @

7= > _ Y% Yj

TH
and  ¥;
for 1 <i,5 <n.

For a continuous function F on [0, 1]? and a bounded sigmoidal function o,

we define

1Flloo := [1Flloo,0,112 = sup{|F(z, y)| : =,y € [0,1]}
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and
llollse := llolloc.e = sup{|o(z)| : 2 € R}.
Note that ||o||sc > 1 and [0,1]? is divided by n? disjoint subregions as

follows. "

0,1 = | (4 x By),

ij=1
where
A; =[zi—1,2;) and
B; = ly;j-1,9j)
for 1 <i,5<m-—1, and
Ap = [¥n-1,2,) and
By, = [Yn—1,yn]-
For (p,q), (r,s) € R?, we define
(P, q) - (r,s) = pr + gs and
|(p,q) = (7, 5)||oc = max{|p —r|,|g — s[}.

For x € [0,1]%, we set

(I)n,a = ®n7o.,[071]2

n n
= {ZZPUU(%;‘ X+ 1y5) i qij €R?, pijri € R}~

i=1 j=1
The degree of approximation to a continuous function F on [0, 1]2 by ®,, »
is given by

En’g-(F) = En,o',[O,lP(F) = 1nf{||F — GHOO,[O,1]2 :G e @n#f}.

In order to estimate a degree of approximation by superposition of a

sigmoidal function, we use the modulus of continuity.
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Definition 2. For a continuous function F' on a compact region A and
6> 0,
Q(F,0,A) = Sup{\F(p, q) — F(r,s)| : (p,q), (r,s) € A with
(P, ) = (.5 | < 3}
is called the modulus of continuity of F'.
If A =[0,1]%, we replace Q(F,d,[0,1]?) with Q(F,§) for simplicity.
Note that  is a positive, continuous and increasing function.
3. Main results

First of all, we estimate an upper approximation bound of multivariate
approximation to a continuous function F' with compact support on [0, 1]2

by superposition of a sigmoidal function. Since supp(F) C [0,1]?, we have
F(z,y0) =0= F(z,yn)

and
F(-T07y) =0= F($n7y)

for any z,y € [0, 1].

Theorem 3. Let F' be a continuous function with compact support on [0, 1]2

and let o be a bounded sigmoidal function. For a positive integer n, we have
1
Fno(F) < 2o F, ).
Proof. Let € > 0 be given and let n be fixed. We set

€

T R2(Q(F,1/n) + 1)

Since o is a sigmoidal function, there exists 8 > 0 such that

lo(z) = 1] <
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for any x > 8 and

lo(2)] <
for any z < —8.

Note that there exists v € R such that

Y
— > D.
2n f

We define b;; € R? by

(0,v), ifze€ A; andy € [0,1],

b;; == bij(fﬂay) = { (7,0), otherwise.

Now, we define

ZZ (zi,95) = F(2i,y5-1))0
(bij - ((z,9) — (%:,55)))

so that G, € ®,, 5.

Note that G,, is a superposition of a sigmoidal function o. For positive

integers k,l with 1 < k,l < n, we set
My (z,y) = F(ar,y1-1) + (F(ze, y1) — F(xr, yi-1))o
(brr - ((z,y) — @k, 1))

If (x,y) € [0,1]%, then (z,y) € A;, x B, for some i, jo with 1 < g, jo < n.
So,

|G (1’ y) - Miojo(x y)|

> Y (Flaww) ~ Flowsa))olby - () - (01)

i=1,i#ig j=1
+ i (F(ajio?yj) - F(xioayjfl)) (U(biaj . ((.’lﬁ,y) - (i‘io’gj))) - 1)‘
+ 4 (F<-’17i0,yj) - F(xio,yjfl))o-(bioj : ((m?y) - (jimgj))) ) (1)
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since
F(ziy,y0) = F(4,,0) =0

and

Fxmvng 1 Z xlo;yj F(xiovyj—l))-

First, we compute an upper approximation bound of (1).

Since x € A;,, we have

bij - ((@,9) = (i,95)) = (@ — 2:) > % >0

for1<i<ipg—1land1<j<n,and

b;; - ((x,y) - (fi,ﬂj)) =y(x —7;) < _% <-8

forip+1<i<mnand1<j<n.

Using the fact that

n
Z xuyj (xiayj—l)) = F(Zhyn) - F(xzvyO)

Jj=1

= F(zi,1) — F(z;,0) =0

for any positive integer ¢ with 1 < i < n, we have

3
3

| > ‘ (F(i,y;) = F(zi,y5-1)) 0 (bij - ((xay)—(%@j)))‘

i=1,i#ip j=1

< 303 |(Plain) = Flargs) (o(bs - ()~ (039)) 1)

+ >0 > |(Flaiyy) — Flaiyi-1))o (b - ((z,y) — (fz‘,ﬂj)))‘
i—io+1 j—=1

< (i — 1)nQ (F :L)a + (n— ig)n® (F i)a
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Since (z,y) € A;, x Bj,, we have

P _ v
bjy; - ((xay) - (%‘myj)) =7(y — yj) > o >3
for 1 <j <jo—1and

T = Y
bioj : ((Ivy) - (Iio,yj)) = ’y(y — yj) < ~5, < -
for jo +1<j<n.
Thus we have
jo—1
> (Flasss) = Flassio)) (7lbis - ((0) = @33 - 1)

j=1
Jo—1
<2
j=1

< (jo — 1)Q(F7 i)a

(F(:mo,yj) - F(xioayj—l)) (O'(bigj : ((x7y) - (fim?y‘))) - 1)‘

e 3)
and
X (Flo) - Py ous ()~ Gt
< 3 [Pt )~ Flow il (50 (0,
<(n —jO)Q<F, i)a
- 8
From (2), (3) and (4), we get
o)

|Gn(m,y) - Miojo(xvy)‘ < e

Second, we compute an upper approximation bound of |M;,;, (z,y) —
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F(z,y)| for (z,y) € A;, x Bj,. Since ||o||oc > 1, we have
|Mi0j0($,y) - F(x7y)|
< ‘F(wiovyjo—l) _F(x7y)‘
+ |(F(‘Tioayjo) - F(xioayjo—l))a(biojo ((z,y) - (fiovyjo))”

< Q(F 1) + ||o||ooﬂ(F,1)
n n

< 2||a||DOQ<F, i) (6)

By (5) and (6), we finally have, for any (x,%) € [0, 1]?,
< ’Gn(xvy) - Miojo(x’y)‘ + |Mi0jo(xay) - F(xvy)|
1
< 4e + 2||<7|OOQ<F7 )
n
Since € > 0 is arbitrary, we get
1
Ena(F) < |G = Fllwjoar < 2ol (P2 ).
Therefore we complete the proof. O

Note that Q(F,d) — 0 as 6 — 0, since F is uniformly continuous on
[0, 1]2. So, for a given € > 0, there exists a sufficiently large positive integer

n such that

1 €
o(rh) < g 7
n) 2ol
Thus, the next theorem that is the main theorem of [4] can be obtained

directly from Theorem 3 and (7).

Theorem 4. Let F be a continuous function with compact support on [0, 1]2
and let o be a bounded sigmoidal function. For a given € > 0, there exist a

positive integer n and G,, € ®, , such that

||Gn — F||oo,[0,1]2 < €. O
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If F is continuous on a compact subregion R of R?, there exists a
continuous extension F with compact support on [a, b]? such that F(z,y) =

F(z,y) on R with R C [a, b]*.

Theorem 5. Let F be continuous on a compact subregion R of R and let

o be a bounded sigmoidal function. For each positive integer n, we have

B () < 2ol F. % ).

where F is a continuous extension of F with compact support on [a, b]>.

Proof. Let n be fixed. Since F is continuous extension of F with compact
support on [a,b]?, we have F(x,y) = F(z,y) on R and supp(F) C [a,b]%.
By Theorem 3, there exists G, e D, 5,[a,p)2 Such that

- - - b—a
1Gr = Flloo,jap2 < 2|a||OOQ<F, - ,[a,b]2>.

Hence we get

||én - F||00,R = ||én - F”OO,R < Hén - FHoo,[a,b]Z

. bh—
<l (£, 00
n
and so
- b—a 9
En,o’,R(F) S 2||O-H<>OQ F7 n 7[a?b] .
Therefore we complete the proof. O

If we use the Heaviside function as a sigmoidal function, we can ob-
tain a lower approximation bound for a certain continuous function with

compact support on [0, 1]2.

For a positive integer n and 1 < 4, j < n, we set Fj;(x,y) be the quad-
rangular pyramid with vertices (z;—1,y;-1,0), (zi—1,¥;,0), (zi,yj-1,0),

(z1,95,0) and (Z;, 75, (—1)7+9).
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Define L,, on [0, 1]? by
L,(z,y) = Fij(z,y) if (z,y) € A; x Bj. (8)
Then L, is continuous and piecewise linear on [0, 1]? and supp(L,,) = [0, 1]?
since L,,(0,y) = 0,L,(1,y) =0, L,(x,0) = 0 and L,(x,1) =0.

Theorem 6. For a positive integer n and the Heaviside function H, the

continuous function L,, with compact support on [0,1)% in (8) satisfies

1

Proof. It is clear that Q(L,,1/2n) =1 and ||H||« = 1. Note that G,, in

®,, i is of the form

Grlw,y) =)D aiH (b -x + ciy),

i=1 j=1
where b;; € R? and x € [0,1]2. Then G,, is a step function with at most

n? different values.

Hence G, is constant on [Z;,—1,Zs,] X [Uj,—1,Yj,] for some ig, jo with

1 <49,70 <n. Then

1< HLn - Gn”oo,[

Tig—1,Tig) X [Yj0—1:Tj0) "
Therefore, we have
1
IIHIIOOQ(Lm 271) =1 <|[Ln = Gulloo 211,211 % 5501710
< ||Ln = Galloo,f0,1)2- (9)
By choosing infimum on (9), we complete the proof. O

4. Conclusion

In this paper, we explored a degree of approximation to a continuous

multivariate function on [0, 1] by superposition of a sigmoidal function.
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Although we used superposition of a sigmoidal function, it is not a neu-
ral network with one hidden layer since the weights in superposition of a
sigmoidal function vary along with (x,y) € [0,1]* as we mentioned in [4].
But our constructive proofs offer the motivation of a degree of constructive
multivariate approximation by neural networks with one hidden layer and

so we will study it in future.

Acknowledgement. The author would like to express our sincere grati-
tude to the referees for his valuable suggestions and comments which im-

proved the paper.

References

[1] D. Chen, Degree of approximation by superpositions of a sigmoidal

function, Approx. Theory Appl., 9 (1993), 17-28.

[2] D. Costarelli and R. Spigler, Multivariate neural network operators
with sigmoidal activation functions, Neural Networks, 48 (2013), 72-
7.

[3] G. Cybenko, Approzimation by superposition of a sigmoidal function,
Math. Control Signals systems, 2 (1989), 303-314.

[4] N. Hahm, Constructive multivariate approximation by superposition

of a sigmoidal function, J. Anal. Appl., 18 (2020), 119-131.

[5] B. I Hong and N. W. Hahm, Approximation by neural networks with
a generalized sigmoidal function, J. Anal. Appl., 17 (2019), 21-34.

[6] B. 1. Hong and N. Hahm, Approzimation order to a function in C(R)
by superposition of a sigmoidal function, Comput. Math. Appl., 47
(2004), 1897-1903.



134 N.W. Hahm

[7] M. V. Medvedeva, On sigmoidal functions, Moscow Uni. Math. Bull,,
53 (1998), 16-19.

Department of Mathematics
Incheon National University
Incheon 22012

Republic of Korea

E-mail: nhahm@inu.ac.kr

(Received: January, 2022; Revised: February, 2022)



